Abstract

With the emergence of big graphs in a variety of real applications like social networks, distributed graph-computing (DGC) based machine learning frameworks has attracted much attention from large-scale machine learning community. In the DGC framework, the graph partitioning (GP) strategy plays a key role to affect the performance, including the communication cost and workload balance. Generally, GP is a challenging task. In this paper, we focus on a special kind of graphs whose degree distributions follow power laws. Recently, many methods have been proposed to solve the GP problem. However, the existing GP methods cannot achieve satisfactory performance for applications with power-law graphs. This paper proposes a novel vertex-cut GP framework, called PowerLore, by making effective use of the power-law degree distribution in graphs. PowerLore includes a degree-based hashing algorithm (called Libra) and two degree-based greedy algorithms (called Constell and Zodiac). Theoretical analysis shows that Libra can achieve lower communication cost than existing hashing-based methods and can simultaneously guarantee good workload balance. Empirical results show that the two degree-based greedy algorithms can further improve the performance of Libra. Moreover, empirical results on several large power-law graphs also show that PowerLore can outperform existing state-of-the-art GP methods.
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1. Introduction

Recent years have witnessed the emergence of big graphs in a large variety of real applications, such as the web and social network services. Furthermore, many machine learning and data mining algorithms can also be modeled with graphs (Low et al., 2010). Hence, distributed graph-computing (DGC) based machine learning frameworks have attracted much attention from large-scale machine learning community (Low et al., 2010; Malewicz et al., 2010; Low et al., 2012; Gonzalez et al., 2012; Kyrola et al., 2012; Gonzalez et al., 2014).

To perform distributed graph-computing on clusters with several machines (servers), one has to partition the whole graph across the machines in a cluster. Graph partitioning (GP) can dramatically affect the performance of DGC frameworks in terms of communication cost and workload balance. Therefore, the GP strategy typically plays a key role in DGC frameworks. The ideal GP method should minimize the cross-machine communication cost, and simultaneously keep the workload in every machine approximately balanced.

Existing GP methods can be divided into two main categories: edge-cut and vertex-cut methods. Edge-cut tries to evenly assign the vertices to machines by cutting the edges. In contrast, vertex-cut tries to evenly assign the edges to machines by cutting the vertices. Figure 1 illustrates the edge-cut and vertex-cut partitioning results of an example graph. In Figure 1(a), the edges (A,C) and (A,E) are cut, and the two machines store the vertex sets \{A,B,D\} and \{C,E\}, respectively. In Figure 1(b), the vertex A is cut, and the two machines store the edge sets \{(A,B), (A,D), (B,D)\} and \{(A,C), (A,E), (C,E)\}, respectively. In edge-cut, both machines of a cut edge should maintain a ghost (local replica) of the vertex and the edge data. In vertex-cut, all the machines associated with a cut vertex should maintain a mirror (local replica) of the vertex. The ghosts and mirrors are shown in shaded vertices in Figure 1. In edge-cut, the workload of a machine is determined by the number of vertices located in that machine, and the communication cost of the whole graph is determined by the number of edges spanning different machines. In vertex-cut, the workload of a machine is determined by the number of edges located in that machine, and the communication cost of the whole graph is determined by the number of mirrors of the vertices.
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Figure 1: Two strategies for graph partitioning. Shaded vertices are ghosts and mirrors respectively. (a) The edges (A,C) and (A,E) are cut, and the two machines store respectively the vertex sets \{A,B,D\} and \{C,E\} with all the corresponding edges. (b) The vertex A is cut, and the two machines store respectively the edge sets \{(A,B), (A,D), (B,D)\} and \{(A,C), (A,E), (C,E)\} with all the corresponding vertices.
Most traditional DGC frameworks, such as GraphLab (Low et al., 2010) and Pregel (Malewicz et al., 2010), use edge-cut methods (Karypis and Kumar, 1995; Stanton and Kliot, 2012; Tsourakakis et al., 2014; Wang et al., 2014) for GP. However, the authors of PowerGraph (Gonzalez et al., 2012) found that vertex-cut methods can achieve better performance than edge-cut methods, especially for power-law graphs. Therefore, vertex-cut has attracted more and more attention from DGC research community. For example, PowerGraph (Gonzalez et al., 2012) adopts a random vertex-cut method and two greedy variants for GP. GraphBuilder (Jain et al., 2013) provides some heuristics, such as the grid-based constrained solution, to improve the random vertex-cut method. Generally, GP is very challenging because finding balanced cuts with exactly minimal conductance is NP-hard and a simple random cut results in a good approximation to the MAXCUT problem which is exactly opposite to the goal of GP (Leskovec et al., 2009; Stanton, 2014).

In this paper, we focus on a special kind of graphs whose degree distributions follow power laws. The power-law nature commonly exists in web graphs, social networks, etc (Kumar et al., 2000; Onnela et al., 2007). Different vertex-cut methods can result in different performance for power-law graphs. For example, Figure 2(a) shows a toy power-law graph with only one vertex having much higher degree than the others. Figure 2(b) shows a partitioning strategy by cutting the vertices \{E, F, A, C, D\}, and Figure 2(c) shows a partitioning strategy by cutting the vertices \{A, E\}. We can see that the partitioning strategy in Figure 2(c) is better than that in Figure 2(b) because the number of mirrors (shaded vertices) in Figure 2(c) is smaller which means less communication cost. The intuition underlying this example is that cutting higher-degree vertices can result in fewer mirror vertices. Therefore, the power-law degree distribution can be used to facilitate GP.

Unfortunately, existing vertex-cut methods, including those in PowerGraph and GraphBuilder, make rare use of the power-law degree distribution for GP. Thus, they cannot achieve satisfactory performance in natural power-law graphs. Very recently, PowerLyra (Chen et al., 2015) is proposed to combine both edge-cut and vertex-cut together by using the power-law degree distribution. However, it lacks theoretical guarantee.

In this paper, we propose a novel vertex-cut GP framework, called PowerLore, for distributed power-law graph computing. The main contributions of PowerLore are briefly outlined as follows:

- In PowerLore, a degree-based hashing algorithm (called Libra) and two degree-based greedy algorithms (called Constell and Zodiac) are proposed for GP. These algorithms can make effective use of the power-law degree distribution in natural graphs for vertex-cut GP.
Theoretical bounds on the communication cost and workload balance for Libra can be derived, which show that Libra can achieve lower communication cost than existing hashing-based methods and simultaneously guarantee good workload balance.

Compared with Libra which is non-greedy, the two degree-based greedy algorithms (Constell and Zodiac) can further improve the performance.

PowerLore can be implemented as an execution engine for PowerGraph (Gonzalez et al., 2012), and all PowerGraph applications can be seamlessly supported by PowerLore.

Empirical results on several large real graphs and synthetic graphs show that PowerLore can outperform existing state-of-the-art methods.

The remainder of this paper is organized as follows. Section 2 introduces the problem definition of this paper. In Section 3 we present the degree-based hashing algorithm and establish theoretical analysis. In Section 4 we present the two degree-based greedy algorithms. In Section 5 we conduct empirical evaluations. Finally, we conclude the paper in Section 6.

2. Problem Definition

In this section, we first introduce the vertex-programming model which is used by both PowerGraph and our PowerLore framework. Then the objective of vertex-cut GP is presented. Finally, the issues associated with GP for power-law graphs are introduced.

2.1 Vertex-Programming Model of PowerGraph

Our PowerLore framework uses the same vertex-programming model as that of PowerGraph, which is called the Gather-Apply-Scatter (GAS) vertex-programming model (Gonzalez et al., 2012). The GAS model decomposes a graph computing program into three phases: gather, apply, and scatter. Such abstraction naturally retains the “think-like-a-vertex” characteristic of Pregel (Malewicz et al., 2010). For each vertex, the user can define the three phases (gather, apply, scatter) of a GAS vertex-program. Once a DGC task is started, each vertex will start the user-defined vertex-program simultaneously. All the vertex-programs run without conflicts and update the values of the vertices and edges until the user-defined stopping criterion is satisfied.

A vertex-program needs to read the values of the central vertex \( v \), all the adjacent edges \((v,u)\) and all the adjacent vertices \( u \). Each iteration of the GAS model is defined as follows: in the gather phase, the values of the adjacent vertices and edges are collected and then summed via a user-defined commutative and associative sum operation; in the apply phase, the final summed value resulted from the gather phase is used to update the value of the central vertex \( v \); finally, in the scatter phase, the new value of the central vertex is used to update the values of the adjacent edges. A detailed interface of the GAS model is shown in Figure 3, where the corresponding values of \( v \), \((v,u)\) and \( u \) are denoted by \( \text{val}(v) \), \( \text{val}(v,u) \), and \( \text{val}(u) \), respectively. The user should implement the gather, sum, apply, and scatter functions in the interface. A simple example of the GAS vertex-program for PageRank is shown in Figure 4, where \( \text{outNbrs}(u) \) denotes the out-degree of the vertex \( u \).
2.2 Vertex-Cut GP

Assume we have a cluster of \( p \) machines. Vertex-cut GP is to assign each edge with the two corresponding vertices to one of the \( p \) machines in the cluster. The assignment of an edge is unique, while vertices may have replicas across different machines (partitions). It is the synchronization operation over all the replicas of the same vertex that incurs communica-
tion. If a certain vertex has more than one replica, one of them will be set to be the master and all the others will be mirrors. To synchronize the values, the mirrors will send the local values to the master. Note that in the GAS vertex-programming model, the gather operation is commutative and associative. Therefore, all the local values associated with the same vertex can be summed up locally before sending to the master for synchronization. Finally, the master sends the summed value back and the synchronization is completed. Hence, the communication cost for each vertex is linear to the number of mirrors. Since the number of replicas is always the number of mirrors plus one, the communication cost is also linear to the number of replicas. The workload (computation cost) is mainly from the gather phase. More specifically, the computation cost is mainly from the summation over the collected values of the adjacent vertices. As a result, the workload of a certain vertex is also linear to the number of replicas. The workload (computation cost) is mainly from the gather operation. As stated above, for DGC frameworks based on vertex-cut GP, the communication cost for synchronization is roughly linear to the number of replicas of the vertices, and the synchronization cost and workload mainly depend on the number of edges for either directed or undirected graphs. Even if the computation is based on directed graphs, we can also use the undirected counterparts of the directed graphs to get the partitioning results.

Let $G = (V, E)$ denote a graph, where $V = \{v_1, v_2, \ldots, v_n\}$ is the set of vertices and $E = \{e_1, e_2, \ldots, e_m\} \subseteq V \times V$ is the set of edges in $G$. Let $|V|$ denote the cardinality of the set $V$ and $|E|$ denote the cardinality of the set $E$, i.e., $n = |V|$ and $m = |E|$. Vertices $v_i$ and $v_j$ are called neighbors if $(v_i, v_j) \in E$. We denote the set of all the neighbors of vertex $v_i$ as $N(v_i) = \{v_j \in V \mid (v_i, v_j) \in E\}$, and the degree of vertex $v_i$ is denoted as $d_i = |N(v_i)|$. Note that we only need to consider the GP task for undirected graphs because the communication cost and workload mainly depend on the number of edges for either directed or undirected graphs. Even if the computation is based on directed graphs, we can also use the undirected counterparts of the directed graphs to get the partitioning results.

Let $M(e) \in [p]$ be the machine that edge $e \in E$ is assigned to, and $A(v) \subseteq [p]$ be the span of vertex $v$ over different machines. We can see that $|A(v)|$ is the number of replicas of $v$ among different machines. Here we denote $[p] = \{1, \ldots, p\}$ for the sake of convenience. Similar to PowerGraph (Gonzalez et al., 2012), one of the replicas of a vertex is chosen as the master and the others are treated as the mirrors of the master. We let $\text{Master}(v)$ denote the machine in which the master of $v$ is located.

As stated above, for DGC frameworks based on vertex-cut GP, the communication cost for synchronization is roughly linear to the number of replicas of the vertices, and the workload of a machine is roughly linear to the number of edges located in that machine. So the goal of vertex-cut GP is to minimize the number of replicas and simultaneously balance the number of edges and number of master nodes on each machine, which can be formulated as follows:

$$\min_{A} \frac{1}{n} \sum_{i=1}^{n} |A(v_i)|$$

s.t. $\max_{a} \{|e \in E \mid M(e) = a\} | < \frac{m}{p}$, and $\max_{a} \{|v \in V \mid \text{Master}(v) = a\} | < \frac{n}{p}$,

where $a \in [p]$ denotes a machine, $\lambda \geq 1$ and $\rho \geq 1$ are imbalance factors. We define $\frac{1}{n} \sum_{i=1}^{n} |A(v_i)|$ as replication factor, $\frac{p}{m} \max_{a} \{|e \in E \mid M(e) = a\} |$ as edge-imbalance, and $\frac{p}{n} \max_{a} \{|v \in V \mid \text{Master}(v) = a\} |$ as vertex-imbalance. To get a good (high) workload
balance, λ and ρ should be as small as possible, which also means that the edge-imbalance and vertex-imbalance should be as small as possible.

2.3 GP for Power-Law Graphs

Typically, the degree distributions of large-scale real-world graphs follow power laws (Adamic and Huberman, 2002):

\[ \Pr(d) \propto d^{-\alpha}, \]

where \( \Pr(d) \) is the probability that a vertex has degree \( d \) and the power parameter \( \alpha > 0 \) is a positive constant. The power parameter varies for different types of real complex networks (Barabási and Albert, 1999), including electrical power grid, paper citations, web graphs and social networks. For example, \( \alpha \approx 2 \) for all the degree distribution, in-degree distribution and out-degree distribution in the Twitter-2010 social network (Kwak et al., 2010), which is shown in Figure 5. Although vertex-cut methods can achieve better performance than edge-cut methods for power-law graphs (Gonzalez et al., 2012), existing vertex-cut methods, such as random method in PowerGraph and grid-based method in GraphBuilder (Jain et al., 2013), cannot make effective use of the power-law distribution to achieve satisfactory performance.

As observed in Figure 2, the power-law degree distribution might be used to facilitate GP. This motivates the work in this paper, which tries to exploit the power-law degree distribution to get a new GP framework called PowerLore. PowerLore includes a degree-based hashing algorithm (Libra) and two degree-based greedy algorithms (Constell and Zodiac), which will be introduced in the following two sections.

3. Degree-based Hashing Algorithm

In this section, we present a degree-base hashing algorithm to effectively exploit the power-law degree distribution for vertex-cut GP. In addition, theoretical analysis is also established.
3.1 Hashing Model

We refer to a certain machine by its index $idx$, and the $idx$th machine is denoted as $P_{idx}$. First, we define two kinds of hash functions:

$$idx = \text{vertex}\_\text{hash}(v_i) \in [p],$$

which hashes some vertex $v_i$ to the machine $P_{idx}$, and

$$idx = \text{edge}\_\text{hash}(e) \in [p]$$
or

$$idx = \text{edge}\_\text{hash}(v_i, v_j) \in [p],$$

which hashes some edge $e = (v_i, v_j)$ to the machine $P_{idx}$.

Our hashing model includes two main components:

- **Master-vertex assignment**: The master replica of $v_i$ is uniquely assigned to one of the $p$ machines with equal probabilities by some random hash function $\text{vertex}\_\text{hash}(v_i)$.

- **Edge assignment**: Each edge $e = (v_i, v_j)$ is uniquely assigned to one of the $p$ machines by some hash function $\text{edge}\_\text{hash}(v_i, v_j)$.

$\text{vertex}\_\text{hash}(\cdot)$ is a random function, but $\text{edge}\_\text{hash}(\cdot)$ is a multi-to-one mapping which will be defined in the next subsection. It is easy to check that the above hashing model is a vertex-cut GP method. The master-vertex assignment can be easily implemented, which is supposed to achieve a low vertex-imbalance score. On the contrary, the edge assignment is much more complicated. Different edge-hash functions can achieve different replication factors and different edge-imbalance scores. Note that replication factor reflects communication cost, and edge-imbalance reflects workload-imbalance. Thus, the key of our hashing model lies in the edge-hash function $\text{edge}\_\text{hash}(\cdot)$.

3.2 Degree-based Hashing Algorithm

From the example in Figure 2, we observe that the replication factor, which is defined as the total number of replicas divided by the total number of vertices, will be smaller if we cut more vertices with relatively higher degrees. Based on this intuition, we define the $\text{edge}\_\text{hash}(v_i, v_j)$ as follows:

$$\text{edge}\_\text{hash}(v_i, v_j) = \begin{cases} 
\text{vertex}\_\text{hash}(v_i) & \text{if } d_i < d_j, \\
\text{vertex}\_\text{hash}(v_j) & \text{otherwise.}
\end{cases}$$

It means that we use the vertex-hash function to define the edge-hash function. Furthermore, the edge-hash function value of an edge is determined by the degrees of the two associated vertices. More specifically, the edge-hash function value of an edge is defined by the vertex-hash function value of the associated vertex with a smaller degree. Therefore, our method is a degree-based hashing algorithm. We name this algorithm by *Libra*, because it weighs the degrees of the two ends of each edge, which behaves like a pair of scales. *Libra*
Algorithm 1: Degree-based Hashing Algorithm (Libra)

**Input:** The set of edges $E$; the set of vertices $V$; the number of machines $p$.

**Output:** The assignment $M(e) \in [p]$ of each edge $e$.

1. Count the degree $d_i$ of each $i \in [n]$ in parallel \hfill $\triangleright$ Initialization
2. for all $e = (v_i, v_j) \in E$ do \hfill $\triangleright$ Partitioning
3. Hash each edge in parallel
4. if $d_i < d_j$ then
5. $M(e) \leftarrow \text{vertex} \_ \text{hash}(v_i)$
6. else
7. $M(e) \leftarrow \text{vertex} \_ \text{hash}(v_j)$
8. end if
9. end for

The degree-based hashing algorithm (Libra) for vertex-cut GP is briefly summarized in Algorithm 1.

From Algorithm 1, we can find that for a certain vertex $v_i$, all its adjacent edges $N_e(v_i) = \{e = (v_i, v_j) \in E \mid v_j \in N(v_i)\}$ are separated into two parts:

- The edges hashed by $v_i$ (i.e., $\text{edge} \_ \text{hash}(v_i, v_j) = \text{vertex} \_ \text{hash}(v_i)$). We refer to this case as *centrally hashed*.
- The edges hashed by $v_j \in N(v_i)$ (i.e., $\text{edge} \_ \text{hash}(v_i, v_j) = \text{vertex} \_ \text{hash}(v_j)$). We refer to this case as *decentrally hashed*.

### 3.3 Theoretical Analysis

In this subsection, we present theoretical analysis for our *Libra* algorithm. For comparison, the *random* vertex-cut method (called *Random*) of PowerGraph (Gonzalez et al., 2012) and the *grid*-based constrained solution (called *Grid*) of GraphBuilder (Jain et al., 2013) are adopted as baselines. Our analysis is based on probabilistic arguments. Moreover, we assume that the graph is undirected and there are no multiedges in the graph. We mainly study the performance in terms of *replication factor*, and *edge-imbalance* defined in Section 2.2. All the proofs can be found in the Appendices at the end of this paper.

#### 3.3.1 Graph Generating Procedure

To establish the theoretical analysis of our algorithm, we assume that a power-law graph is generated by following the procedure in (Viger and Latapy, 2015). More specifically, the power-law graph generating procedure satisfies the following assumption:

**Assumption 1** A specific power-law graph is generated as follows:

- Sample an i.i.d. degree sequence from a power-law distribution.
• Construct a graph satisfying such a degree sequence requirement. This can be done by starting with an empty graph and sequentially adding edges to it. Then, the graph is adjusted to be connected.

• Randomly shuffle the edges while keeping the degree sequence unchanged and keeping the graph connected for a sufficient number of times.

In a power-law graph generated by the above procedure, the degrees of vertices are i.i.d. Furthermore, for each edge, the choice of the two vertices to connect is totally random after sufficient steps of shuffling (Viger and Latapy, 2015).

3.3.2 Partitioning Degree-fixed Graphs

Firstly, we assume that the degree sequence \( \{d_i\}_{i=1}^n \) is fixed. Then we can get the following expected replication factor produced by different methods.

Random assigns each edge evenly to \( p \) machines via a random hash function. The following result can be directly obtained from PowerGraph (Gonzalez et al., 2012).

**Lemma 1** Assume that we have a sequence of \( n \) vertices \( V = \{v_i\}_{i=1}^n \) with the corresponding degree sequence \( D = \{d_i\}_{i=1}^n \) and the edge sequence \( E = \{e_j\}_{j=1}^m \). A simple random vertex-cut on \( p \) machines has the expected replication factor:

\[
\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} |A(v_i)| \mid E, D\right] = \frac{p}{n} \sum_{i=1}^{n} \left[ 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right].
\]

To analyze Grid, let \((p_1, p_2) = \arg\min_{p_1, p_2} |p_1 - p_2|\), where \( p_1, p_2 \in \mathbb{N} \) and \( p_1 \times p_2 = p \). So, for \( \sqrt{p} \in \mathbb{N} \), \( p_1 = p_2 = \sqrt{p} \). When using the Grid hash function, each vertex has \( p_1 + p_2 - 1 \) rather than \( p \) candidate machines compared to the simple random hash function. Then we can derive the following corollary.

**Corollary 2** If Grid-hashing (Jain et al., 2013) is used, the expected replication factor on \( p \) machines is:

\[
\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} |A(v_i)| \mid E, D\right] \\
= \frac{1}{n} \sum_{i=1}^{n} \left\{ (p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^{d_i} \right] + (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^{d_i} \right] + \left[ 1 - \left( 1 - a_3 \right)^{d_i} \right] \right\},
\]

where \( a_1 = \frac{p_2 - 1}{p} \times \frac{1}{2} + \frac{1}{p_1} \times \frac{1}{p_1} + \frac{1}{p} \times \frac{1}{p_1 + p_2 - 1} \), \( a_2 = \frac{p_1 - 1}{p} \times \frac{1}{2} + \frac{p_2 - 1}{p} \times \frac{1}{p_2} + \frac{1}{p} \times \frac{1}{p_1 + p_2 - 1} \), and \( a_3 = \frac{p_1 - 1}{p} \times \frac{1}{p_1} + \frac{p_2 - 1}{p} \times \frac{1}{p_2} + \frac{1}{p} \times \frac{1}{p_1 + p_2 - 1} \).

To analyze Libra, define \( H = \{h_i\}_{i=1}^n \), where \( h_i \) denotes the number of \( v_i \)'s adjacent edges which are decentrally hashed. It means that \( d_i - h_i \) adjacent edges are centrally hashed for \( v_i \). Note that as long as the edge sequence \( E \) is fixed, \( H \) is also fixed.
**Theorem 3** Assume that we have a sequence of \( n \) vertices \( \{v_i\}_{i=1}^n \) with the corresponding degree sequence \( D = \{d_i\}_{i=1}^n \) and the edge sequence \( E = \{e_j\}_{j=1}^m \). Our Libra algorithm on \( p \) machines has the expected replication factor:

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^n |A(v_i)| \right| E, D] = \frac{p}{n} \sum_{i=1}^n \left[ 1 - \left(1 - \frac{1}{p}\right)^{h_i + g_i} \right] \leq \frac{p}{n} \sum_{i=1}^n \left[ 1 - \left(1 - \frac{1}{p}\right)^{d_i} \right],
\]

where

\[
g_i = \begin{cases} 
1 & \text{if } h_i < d_i, \\
0 & \text{if } h_i = d_i.
\end{cases}
\]

This theorem says that *Libra* has a smaller expected replication factor than *Random* of PowerGraph (Gonzalez et al., 2012).

Next, we turn to the analysis of the balance constraints. We still fix the degree sequence. To simplify the analysis, we add some assumptions.

**Assumption 2** \( p \geq 2 \) and \( p \ll n \).

**Assumption 3** The partitioning result of random hash function \( \text{vertex}_\text{hash}() \) is ideally balanced. That is, there are approximately \( n/p \) master vertices in each partition. Furthermore, for each vertex \( v_i \), its \( d_i \) neighbors are assigned evenly to each partition. And its \( h_i \) decentrally hashed neighbors are assigned evenly to each partition excluding the partition where \( v_i \) is located. In other words, each of these partitions are expected to have \( \frac{1}{p-1} \) of the \( h_i \) neighbors.

Note that although Assumption 3 refers to an ideally expected situation, it is approximately true when \( n \) is large enough. Furthermore, Assumption 3 will only be used in Theorem 4 and Theorem 8, the two theorems related to edge-imbalance. We do not need Assumption 3 to prove the theorems about replication factor.

Under Assumption 2 and 3, *Random* has approximately perfect edge-balance. For *Libra*, we have the following desirable result.

**Theorem 4** Our Libra algorithm on \( p \) machines has the edge-imbalance:

\[
\max_a \frac{|\{e \in E \mid M(e) = a\}|}{|E|/p} \approx \frac{\sum_{i=1}^n h_i/p + \max_{j \in [p]} \sum_{v_i \in P_j} (d_i - h_i)}{2m/p}.
\]

### 3.3.3 Partitioning Power-law Graphs

Now we change the sequence of fixed degrees into a sequence of random samples generated from the power-law distribution. As a result, upper-bounds can be provided for the above three methods: *Random*, *Grid* and *Libra*.

We add the following assumption to simplify the analysis.

**Assumption 4** \( d_{\min} \geq 1 \), where \( d_{\min} \) denotes the minimal degree in \( D = \{d_i\}_{i=1}^n \).
Theorem 5 Assume that each $d \in D = \{d_i\}_{i=1}^n$ is sampled from a power-law degree distribution with parameter $\alpha > 0$, and the vertices are independently randomly connected. By taking the expectation on $D$, the expected replication factor of Random on $p$ machines can be bounded by:

$$
E \left[ \frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right) \right] \leq p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}} \right],
$$

where

$$
\hat{\Omega} = \begin{cases} 
\frac{\alpha - 1}{\alpha - 2} \times \frac{d_{\min}^{2-\alpha} - (n-1)^{2-\alpha} + (\alpha - 2)d_{\min}^{1-\alpha}}{d_{\min}^{\alpha} - n^{1-\alpha}} & \text{if } \alpha \neq 1 \text{ and } \alpha \neq 2, \\
\frac{n - d_{\min}}{\ln(n) - \ln(d_{\min})} & \text{if } \alpha = 1, \\
\frac{\ln(n-1) - \ln(d_{\min}) + d_{\min}^{-1}}{d_{\min}^{-1} - n^{-1}} & \text{if } \alpha = 2.
\end{cases}
$$

Theorem 5 says that when the degree sequence follows the power-law distribution, the upper bound of the expected replication factor increases as $\alpha$ decreases.

Like Corollary 2, we get the similar result for Grid.

Corollary 6 By using Grid method, the expected replication factor on $p$ machines can be bounded by:

$$
E \left[ \frac{1}{n} \sum_{i=1}^{n} \left( (p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^{d_i} \right] + (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^{d_i} \right] + (1 - \left( 1 - a_3 \right)^{d_i}) \right) \right] 
\leq (p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^{\hat{\Omega}} \right] + (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^{\hat{\Omega}} \right] + \left[ 1 - \left( 1 - a_3 \right)^{\hat{\Omega}} \right].
$$

Note that $(p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^{\hat{\Omega}} \right] + (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^{\hat{\Omega}} \right] + \left[ 1 - \left( 1 - a_3 \right)^{\hat{\Omega}} \right] \leq p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}} \right]$. So Corollary 6 tells us that Grid can achieve smaller replication factor than Random.

Theorem 7 Assume that each $d \in D = \{d_i\}_{i=1}^n$ is sampled from a power-law degree distribution with parameter $\alpha > 0$, and the vertices are independently randomly connected. When $n$ is very large, the gap between the replication factors of Random and Libra increases expectedly as $\alpha$ decreases. By taking the expectation on $D$, the expected replication factor of Libra on $p$ machines can be bounded by:

$$
E \left[ \frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{h_{i+g_i}} \right) \right] \leq p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}/2+1} \right].
$$

Note that

$$
p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}/2+1} \right] \leq p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}} \right],
$$
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when $\hat{\Omega} \geq 2$. Thus, Libra can expectedly reduce the replication factor compared to Random.

We illustrate the above bounds with different power parameters and compare them with experimental results in Figure 6(a), which will verify our theoretical results.

Note that Grid and our degree-based hashing algorithm Libra actually use two distinct ways to reduce the replication factor. Grid reduces more replication factor when $p$ grows, which is independent of the degree distribution. In contrast, Libra proposes to exploit the power-law degree distribution. It is not important to show which one reduces more replicas. Actually, these two approaches can be easily combined to obtain further improvement.

Finally, we show that Libra also guarantees good edge-balance wishfully under Assumption 3.

**Theorem 8** Assume each edge is hashed by Libra with $\{v_i\}_{i=1}^n$, $\{d_i\}_{i=1}^n$ and $\{h_i\}_{i=1}^n$ defined above, and the vertices are evenly assigned and independently randomly connected. By taking the constant $2|E|/p = \mathbb{E}\left[\sum_{i=1}^n d_i\right]/p = n\mathbb{E}[d]/p$, there exists a small positive constant $\epsilon$ such that the expected edge-imbalance of Libra on $p$ machines can be bounded w.h.p (with high probability). That is,

$$\mathbb{E}\left[\sum_{i=1}^n \frac{h_i}{p} + \max_{j \in [p]} \sum_{v_i \in P_j} (d_i - h_i)\right] \leq (1 + \epsilon) \frac{2m}{p}. $$

Therefore, with Theorem 7 together, Theorem 8 shows that our Libra can reduce the replication factor while keeping good edge-balance.

### 3.3.4 Benefit from Degree-based Method

Note that Theorem 7 is true for any partitioning algorithm that uses vertex-hash function to assign edges. In this section, we will give some discussion about why Libra is a better strategy by taking degree into consideration.

Note that in Assumption 1, we provide a procedure to generate a power-law graph. According to this assumption, the vertices can be randomly connected after we fix the degrees. Hence, conditioning on the degree sequence $\{d_i\}$s, $\{h_i\}$s are independent random variables.

We can find that the upper bound for Libra is loose. Even if we use an edge-hash function that always chooses to cut a vertex with relatively lower degree, which is exactly contrary to Libra, i.e.,

$$\text{edge\_hash}'(v_i, v_j) = \begin{cases} \text{vertex\_hash}(v_i) & \text{if } d_i > d_j, \\ \text{vertex\_hash}(v_j) & \text{otherwise}, \end{cases}$$

the expected replication factor has the same upper bound as that of Libra. So the upper bound in Theorem 7 is actually suitable for a family of edge-hash strategies. Then, why is the edge-hash strategy in Libra better than the others?

To simplify the analysis, we assume every $g_i = 1$. Note that $\forall i \in [n]$, $h_i \in [0, d_i]$ and $\sum_{i=1}^n h_i = \frac{1}{2} \sum_{i=1}^n d_i$. When each $d_i$ is fixed and $d_1 \leq d_2 \leq \ldots \leq d_n$, to minimize
\( \frac{1}{n} \sum_{i=1}^{n} \left[ 1 - \left(1 - \frac{1}{p}\right)^{h_i+1} \right] \), the optimal sequence \( H = \{h_i\}_{i=1}^{n} \) will be

\[
h_n = d_n, h_{n-1} = d_{n-1}, \ldots, h_{j+1} = d_{j+1}, h_j = \frac{1}{2} \left( \sum_{i=1}^{n} d_i \right) - \left( \sum_{i=j+1}^{n} h_i \right), h_{j-1} = 0, \ldots, h_1 = 0,
\]

where \( j \in [n] \) is the largest number such that \( \frac{1}{2} \left( \sum_{i=1}^{n} d_i \right) - \left( \sum_{i=j+1}^{n} h_i \right) \leq d_j \) and \( \forall i > j, h_i = d_i \). However, such an optimal solution of \( \{h_i\}_{i=1}^{n} \) can not be achieved in general. We can only let the sequence close to the optimal one. That is, for vertices with relatively larger degrees, let \( h_i \) close to \( d_i \). On the contrary, for vertices with relatively smaller degrees, let \( h_i \) close to 0. This strategy is exactly what Libra does. Hence, we can find that Libra adopts the degree-base methods to approximate the optimal solution.

We define \( b_i = \Pr(\text{an adjacent edge of } v_i \text{ is decentrally hashed}) \). Then, we have

\[
b_i = \Pr(d < d_i) + \frac{1}{2} \times \Pr(d = d_i) < \frac{B(\alpha, d_{\min}, d_i)}{B(\alpha, d_{\min}, n-1)} < \frac{d_{\min}^{1-\alpha} - d_i^{1-\alpha} + (\alpha - 1)d_i^{-\alpha}}{d_{\min}^{1-\alpha} - n^{1-\alpha}}.
\]

And,

\[
\mathbb{E}[h_i + b_i | D] = \mathbb{E}[h_i | D] + \mathbb{E}[b_i | D] = d_ib_i + 1 - b_i^d_i \leq d_i.
\]

Note that when \( \alpha > 1 \) and \( d_i \ll n \), \( \lim_{n \to +\infty} \frac{d_{\min}^{1-\alpha} - d_i^{1-\alpha} + (\alpha - 1)d_i^{-\alpha}}{d_{\min}^{1-\alpha} - n^{1-\alpha}} = \frac{d_{\min}^{1-\alpha} - d_i^{1-\alpha} + (\alpha - 1)d_i^{-\alpha}}{d_{\min}^{1-\alpha}} \). And \( \frac{d_{\min}^{1-\alpha} - d_i^{1-\alpha} + (\alpha - 1)d_i^{-\alpha}}{d_{\min}^{1-\alpha}} \) increases as \( \alpha \) increases. When \( 0 < \alpha \leq 1 \) and \( d_i \ll n \), \( \lim_{n \to +\infty} b_i = 0 \).

Thus, when \( n \) is large enough and \( d_i \) is relatively small, we can state that \( b_i \) is monotonically increasing w.r.t. \( \alpha \). Therefore, as \( \alpha \) decreases, \( h_i \) will be more likely to close to the optimal sequence, which means more replicas will be expected to be reduced when \( \alpha \) decreases.

4. Degree-based Greedy Algorithms

Like the greedy algorithms in PowerGraph (Gonzalez et al., 2012), we can also design greedy algorithms motivated by our degree-based hashing algorithm (Libra).

The greedy graph partitioning (GGP) tries to make effective use of the previous partitioning results to guide the assignment of the current edge, which can be formulated as follows:

\[
\arg\min_k \left\{ \sum_{v \in V} |A(v)| \mid M_r, M(e_{r+1}) = k \right\},
\]

\[
s.t. \max_a |\{e \in E \mid M(e) = a\}| < \lambda \frac{|E|}{p} \quad \text{and} \quad \max_a |\{v \in V \mid Master(v) = a\}| < \rho \frac{|V|}{p},
\]

where \( k \) is the index number of a machine, \( M_r = \{M(e_1), \ldots, M(e_r)\} \) is the assignment of the previous \( r \) edges, and \( e_{r+1} \) is the current edge to be assigned.

4.1 Algorithms

Now we apply the degree-based strategy to GGP. More specifically, two degree-based greedy algorithms, Constell and Zodiac, are proposed for GGP.
4.1.1 Constell

Let $E_k$ denote the current set of edges that belong to the $k$th machine, and let $1\{condition\}$ denote the indicator function on some condition. Given an edge $e = (v_i, v_j)$, we first define a score for the $k$th machine as follows:

$$Score(k) = 1\{k \in A(v_i)\} + 1\{k \in A(v_j)\} + 1\{k \in A(v_i), d_i \leq d_j\}$$

$$+ 1\{k \in A(v_j), d_j \leq d_i\} + balance(k),$$

where $balance(k) = \frac{\text{maxedges} - |E_k|}{\text{maxedges} - \text{minedges} + 1}$.

Then, the edge $e$ will be assigned to $P_{idx}$ where $idx$ is decided by:

$$idx = \arg\max_{k \in [p]} \{Score(k)\}.$$

We can find that the above partitioning algorithm adopts the following principles:

- **Rule 1**: If $A(v_i) \cap A(v_j) \neq \emptyset$, then assign the edge to the least loaded machine in $A(v_i) \cap A(v_j)$.

- **Rule 2**: If $A(v_i) \cap A(v_j) = \emptyset$ and $A(v_i) \neq \emptyset, A(v_j) \neq \emptyset$, then assign the edge to the least loaded machine in $A(v_L)$, where $L = \arg\min_l \{d_l | l \in \{i, j\}\}$.

- **Rule 3**: If one of $A(v_i)$ and $A(v_j)$ is not empty, then assign the edge to the least loaded machine in $A(v_L)$, where $A(v_L) = A(v_i) \cup A(v_j)$, which is the non-empty set in $A(v_i)$ and $A(v_j)$.

- **Rule 4**: If $A(v_i) = \emptyset$ and $A(v_j) = \emptyset$, then assign the edge to the least loaded one of the $p$ machines.

We call this degree-based greedy algorithm Constell because it is an enhanced greedy version of Libra. The detailed algorithm is presented in Algorithm 2\(^1\). Note that $balance(k) < 1$, which means the priority of edge-balance is lower than that of minimizing the replication factor in Constell.

4.1.2 Zodiac

The algorithm Constell may cause much communication for partitioning because of the synchronization (see Algorithm 2). Inspired by PowerLyra, we introduce a threshold to differentiate vertices with lower degree and higher degree. We separate the whole partitioning algorithm into two steps. In the first step, the edges associated with two low-degree vertices are assigned synchronously, and then the remaining edges are assigned obliviously (i.e., no communication across the machines) in the second step. In particular, for the second step,

---

\(^1\) The greedy algorithms use the current situation to assign edges. However, at the very beginning, there is no previous edges assigned. So, at that time, the scores of all the partitions are equivalent to each other, which results in uniformly random assignment.
Algorithm 2 Degree-based Greedy Algorithm I (Constell)

**Input:** The set of edges \( E \); the set of vertices \( V \); the number of machines \( p \).

**Output:** The assignment \( M(e) \in [p] \) of each edge \( e \).

1. Count the degree \( d_i \) of each \( v_i, \forall i \in [n] \) in parallel

   \[ \triangleright \text{Initialization} \]

2. **for all** \( k \in [p] \) **do**
3.   \( E_k \leftarrow \emptyset \)
4. **end for**
5. **for all** \( e = (v_i, v_j) \in E \) **do**
6.   Randomly assign each edge to a certain machine
7. **end for**
8. **for all** \( k \in [p] \) **do**  \[ \triangleright \text{Partitioning: synchronously in parallel} \]
9.   **for all** \( e = (v_i, v_j) \) exists now in the \( k \)th machine **do**
10.   \( M(e) \leftarrow \arg\max_{s \in [p]} \{\text{Score}(s)\} \)
11.   \( A(v_i) \leftarrow A(v_i) \bigcup \{M(e)\} \)
12.   \( A(v_j) \leftarrow A(v_j) \bigcup \{M(e)\} \)
13.   \( E_{M(e)} \leftarrow E_{M(e)} \bigcup e \)
14. **end for**
15. **end for**

Each machine maintains its own \( \{E_j | j \in [p]\} \) and \( A(\cdot) \). We denote \( \{E_j | j \in [p]\} \) and \( A(\cdot) \) of the \( k \)th machine as \( \{E^k_j | j \in [p]\} \) and \( A^k(\cdot) \). Intuitively, the threshold should be at least \( p \) (i.e., the number of machines). The larger the threshold is, the slower the partitioning is. Moreover, the performance is more similar to that of Constell as the threshold becomes bigger.

We call this algorithm Zodiac because it is a communication-efficient version of Constell. The detailed procedure is given in Algorithm 3.

## 5. Empirical Evaluation

In this section, we conduct empirical evaluation on synthetic and real graphs to verify the effectiveness of our PowerLore framework\(^2\) which includes one degree-based hashing algorithm (Libra) and two degree-based greedy algorithms (Constell and Zodiac). The cluster for evaluation contains 24 nodes (machines). Each node is a server with \( 2 \times 2 \times 1 \)GHz Intel E5-2620 processors and 64GB of memory. Each processor has 6 cores. We use 6 threads on each node. The machines are connected via 10 GB Ethernet.

### 5.1 Datasets

The graph datasets used in our experiments include both synthetic and real-world power-law graphs. Each synthetic power-law graph is generated by the procedure mentioned in Assumption 1, the details of which can be found in (Viger and Latapy, 2015). The degrees of the graphs are sampled from the power-law degree distributions with different power parameters \( \alpha \), respectively. For each synthetic graph, the total number of vertices is

\(^2\) The source code can be downloaded from [https://github.com/xcgoner/powerlore](https://github.com/xcgoner/powerlore).
Algorithm 3 Degree-based Greedy Algorithm II (Zodiac)

Input: The set of edges $E$; the set of vertices $V$; the number of machines $p$; the threshold $t$.

Output: The assignment $M(e) \in [p]$ of each edge $e$.

1: Count the degree $d_i$ of each $v_i, \forall i \in [n]$ in parallel $\triangleright$ Initialization
2: for all $k \in [p]$ do
3: $E_k \leftarrow \emptyset$
4: end for
5: for all $e = (v_i, v_j) \in E$ do
6: Randomly assign each edge to a certain machine
7: end for
8: for all $k \in [p]$ do $\triangleright$ Partitioning: Step 1, synchronously in parallel
9: for all $e = (v_i, v_j)$ exists now in the $k$th machine do
10: if $d_i \leq t$ and $d_j \leq t$ then
11: $M(e) \leftarrow \text{argmax}_{s \in [p]} \{\text{Score}(s)\}$
12: $A(v_i) \leftarrow A(v_i) \cup \{M(e)\}$
13: $A(v_j) \leftarrow A(v_j) \cup \{M(e)\}$
14: $E_{M(e)} \leftarrow E_{M(e)} \cup e$
15: end if
16: end for
17: end for
18: for all $k \in [p]$ do $\triangleright$ Prepare for Step 2
19: $A^k(\cdot) \leftarrow A(\cdot)$
20: for all $j \in [p]$ do
21: $E^k_j \leftarrow E_j$
22: end for
23: end for
24: for all $k \in [p]$ do $\triangleright$ Partitioning: Step 2, obliviously in parallel
25: $A^k(\cdot)$ in parallel
26: for all $e = (v_i, v_j)$ exists now in the $k$th machine do
27: if $d_i > t$ or $d_j > t$ then
28: $M(e) \leftarrow \text{argmax}_{s \in [p]} \{\text{Score}(s)\}$
29: $A^k(v_i) \leftarrow A^k(v_i) \cup \{M(e)\}$
30: $A^k(v_j) \leftarrow A^k(v_j) \cup \{M(e)\}$
31: $E^k_{M(e)} \leftarrow E^k_{M(e)} \cup e$
32: end if
33: end for
34: end for

$n = 10,000,000$. The minimum degree is 1. The configurations of the synthetic graphs are shown in Table 1.
The real-world graphs are shown in Table 2. Some of the real-world graphs are the same as those in the experiment of PowerGraph. Some additional real-world graphs in the UF Sparse Matrices Collection (Davis and Hu, 2011) are also used.

| Alias | $\alpha$ | $|E|$          |
|-------|--------|---------------|
| S1    | 2.1    | 55,300,534    |
| S2    | 2.2    | 36,134,198    |
| S3    | 2.3    | 26,830,812    |
| S4    | 2.4    | 22,317,862    |
| S5    | 2.5    | 26,114,346    |

Table 1: Synthetic graphs

| Alias | Graph                  | $|V|$  | $|E|$   |
|-------|------------------------|-------|--------|
| Tw    | Twitter-2010 (Kwak et al., 2010) | 42M   | 1.47B  |
| Arab  | Arabic-2005 (Davis and Hu, 2011) | 22M   | 0.6B   |
| Wiki  | Wiki (Boldi and Vigna, 2004)      | 5.7M  | 130M   |
| LJ    | LiveJournal (Mislove et al., 2007) | 5.4M  | 79M    |
| WG    | WebGoogle (Leskovec, 2011)        | 0.9M  | 5.1M   |

Table 2: Real-world graphs

5.2 Experimental Setup

In this subsection, the baselines and evaluation metrics are introduced.

5.2.1 Baselines

We compare our PowerLore framework with some representative distributed graph-computing frameworks, including GraphLab (Low et al., 2010), PowerGraph (GraphLab 2) (Gonzalez et al., 2012), and PowerLyra (Chen et al., 2015). Table 3 lists some properties of these frameworks, where L and H for the access pattern in PowerLyra denote low-degree vertices and high-degree vertices respectively. Hybrid and Hybrid_ginger are two GP algorithms proposed in PowerLyra, where Hybrid is a hashing-based algorithm which is non-greedy and Hybrid_ginger is a greedy algorithm.

<table>
<thead>
<tr>
<th>Framework</th>
<th>GraphLab</th>
<th>PowerGraph</th>
<th>PowerLyra</th>
<th>PowerLore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph Placement</td>
<td>edge-cut</td>
<td>vertex-cut</td>
<td>hybrid of edge-cut and vertex-cut</td>
<td>vertex-cut</td>
</tr>
<tr>
<td>Access Pattern</td>
<td>bi-direction</td>
<td>bi-direction</td>
<td>L: uni-direction / H: bi-direction</td>
<td>bi-direction</td>
</tr>
<tr>
<td>Edge-balance</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Vertex-balance</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 3: Some representative graph partitioning frameworks.

To evaluate the performance of our degree-based hashing algorithm Libra, which is non-greedy, we adopt the following non-greedy baselines for comparison:
• *Random* of PowerGraph.

• *Random2* is a variant of Libra where instead of comparing $d_i$ with $d_j$ in Algorithm 1, it randomly chooses either $vertex\_hash(v_i)$ or $vertex\_hash(v_j)$ as $edge\_hash(v_i, v_j)$.

• *Grid* of GraphBuilder\(^3\).

• *Hybrid* of PowerLyra.

To evaluate the performance of our degree-base greedy algorithms Constell and Zodiac, we adopt the *Hybrid* ginger of PowerLyra for comparison because *Hybrid* ginger has been proved to outperform other greedy algorithms (Chen et al., 2015).

5.2.2 Evaluation Metric

Replication factor, edge-imbalance, vertex-imbalance, partitioning time, execution time, execution speedup, and workload-imbalance are used as evaluation metrics. The definitions of replication factor, edge-imbalance, and vertex-imbalance are the same as those of the GP model by vertex-cut in Section 2.2. The partitioning time, execution time, execution speedup and workload-imbalance are defined via the running of some specific application $App$ which is forced to run 100 iterations for all evaluations.

The execution speedup for running some application $App$ is defined as follows:

$$speedup_{App}(Alg, Ours) = \frac{\gamma_{Alg} - \gamma_{Ours}}{\gamma_{Alg}} \times 100\%,$$

where $Alg$ is one of the baseline partitioning algorithms, $\gamma_{Alg}$ is the execution time of $App$ using $Alg$, $Ours$ is one of our proposed partitioning algorithms, and $\gamma_{Ours}$ is the execution time of $App$ using $Ours$.

The workload-imbalance for some application $App$ is defined as follows:

$$workload\_imbalance_{App} = \max_{i \in [p]} \frac{\gamma^i_{Alg}}{\frac{1}{p} \sum_{i \in [p]} \gamma^i_{Alg}},$$

where $\gamma^i_{Alg}$ is the execution time of $App$ using some partitioning algorithm $Alg$ on the $i$th machine.

Each experiment is repeated for 20 times, and the average empirical results with standard deviations are reported. And we change the random seeds for each experiment.

5.3 Experimental Results

We first report the results of non-greedy algorithms, and then report the results of the greedy algorithms. We also report the experimental results on different graph analytic applications.

---

\(^3\) GraphLab 2.2 released in July 2013 has used PowerGraph as its engine, and the *Grid* GP method has been adopted by GraphLab 2.2 to replace the original *Random* GP method. Detailed information can be found at: [https://github.com/dato-code/PowerGraph](https://github.com/dato-code/PowerGraph)
5.3.1 Non-Greedy Algorithms

In this section, we compare our degree-based hashing (non-greedy) algorithm Libra with other non-greedy baselines including Random, Random2, Grid and Hybrid.

The replication factors on the synthetic dataset are shown in Figure 6(a). We can find that Libra outperforms all the baselines on all graphs. The replication factor is reduced by up to 54% compared to Random, 48% compared to Grid, 39% compared to Random2, and 34% compared to Hybrid. Please note that Libra still outperforms Hybrid even if Hybrid adopts a more complicated strategy to combine both edge-cut and vertex-cut.

We also illustrate the upper bounds of the expected replication factor in Figure 6(a). Random$_b$, Grid$_b$ and Random2$_b$ denote the upper bounds of the expected replication.
factors for Random, Grid and Random2, respectively. We take $d_{\min} = 1$. Note that Random2 and Libra share the same upper bound in our theory. The upper bounds get tighter as the power-law parameter $\alpha$ increases. The reason is that we use Jensen’s inequality to obtain the upper bounds, and when $\alpha$ increases, the degrees of different vertices get closer to each other. When $\alpha$ is large enough, the upper bounds are acceptably tight for Random, Grid and Random2, but not tight enough for Libra. This is because the upper bound for Libra is actually a general upper bound for any edge-hash strategy that is defined via a vertex-hash function.

The edge-imbalances on the synthetic dataset are shown in Figure 6(b). Libra has small edge-imbalance. In some cases, some specific random seeds result in bad balance for Grid.

Figure 7: Experimental results on the real-world graphs for non-greedy algorithms. The number of machines is 24.
The replication factors for the real-world datasets are shown in Figure 7(a). The execution time and the speedup for the application PageRank are shown in Figure 7(d) and Figure 7(e). In Figure 7(e), Random, Random2, Grid and Hybrid denote the corresponding speedup \( \text{speedup}_{\text{PageRank}}(\text{Random}, \text{Libra}) \), \( \text{speedup}_{\text{PageRank}}(\text{Random2}, \text{Libra}) \), \( \text{speedup}_{\text{PageRank}}(\text{Grid}, \text{Libra}) \) and \( \text{speedup}_{\text{PageRank}}(\text{Hybrid}, \text{Libra}) \), respectively. We find that Libra is faster than all the other baselines. The speedup of Libra is up to 50% over Random, 42% over Random2, 29% over Grid and 24% over Hybrid.

The edge-imbalance, vertex-imbalance and workload-imbalance for the real-world datasets are shown in Figure 7(b), Figure 7(c) and Figure 7(f). We can find that all the methods achieve good (very small) vertex-imbalance and workload-imbalance. In some cases, the edge-balance of Random2 could be a little bit worse. For workload-balance, Libra is slightly better than the other methods in most cases.

The performance of Random2 is between Random and Grid. Libra performs much better than Random2, which shows that Libra benefits a lot from the degree-based strategy.

### 5.3.2 Greedy Algorithms

In this section, we compare our greedy algorithms Constell and Zodiac to the greedy baseline Hybrid. To show the advantage of greedy algorithms, we also include the results of Grid, Hybrid and Libra which are non-greedy algorithms.

Figures 8 (a)-(f) show the performance on the real-world graphs. In all the experiments, the number of machines is 24. The greedy algorithms typically have better performance than the non-greedy counterparts in real-world datasets. Furthermore, our proposed greedy algorithms are also better than the others in terms of both replication factor and edge-imbalance. One interesting thing is that our non-greedy algorithm Libra has better performance than the greedy baseline Hybrid in terms of replication factor (Figure 8 (a)) and execution time (Figure 8 (d)) in most cases. Although the vertex-imbalance of Constell is worse than those of others, the gap is small. The replication factor of Constell is smaller than that of Zodiac. Constell also has better speedup than Zodiac while Zodiac is faster than Constell in terms of partitioning time. Zodiac is a time-efficient version of Constell by reducing some synchronization, and the reduction of synchronization is supposed to result in larger replication factors. In terms of partitioning time (Figure 8 (e)), the greedy algorithms are slower than the non-greedy counterparts.

Compared to the baselines, Libra improves the performance while using relatively less time for partitioning. Constell takes the longest time for partitioning while obtaining the shortest execution time. Compared with Constell, Libra costs less time for partitioning and its execution time is only slightly longer. Note that the tradeoff between partitioning time and execution time is inevitable. Therefore, when the learning or mining algorithms based on the DGC frameworks are complicated and time-consuming, Constell should be adopted to speed up the execution time and the partitioning time could be ignored. On the contrary, Libra is good enough for some simple learning or mining algorithms with relatively short execution time. In addition, users can use Zodiac to get a tradeoff between the time cost for executing the application and the time cost for partitioning.
Figure 8: Experiments on the real-world graphs for greedy algorithms. The number of machines is 24.
5.3.3 Applications

In this section, we evaluate the performance of our methods based on different graph analytic applications. We take three representative applications: PageRank, Connected Component and K-Core. The detailed algorithms and implementations can be found in our code repository: https://github.com/xcgoner/powerlore/tree/master/toolkits/graph_analytics. We take Hybrid and Hybrid_ginger as the baseline algorithms, which have achieved the state-of-the-art performance. We evaluate the partitioning algorithms on real-world graphs.

Figures 9 (a)-(f) show the performance on the real-world graphs with different applications. In all the experiments, the number of machines is 24. Note that Libra, Zodiac and Constell in Figure 9 (b), (d) and (f) denote $\text{speedup}_{\text{App}}(\text{Hybrid}_\text{ginger}, \text{Libra})$, $\text{speedup}_{\text{App}}(\text{Hybrid}_\text{ginger}, \text{Zodiac})$ and $\text{speedup}_{\text{App}}(\text{Hybrid}_\text{ginger}, \text{Constell})$, where the applications App are PageRank, Connected Component and K-Core in the three figures respectively. For K-Core, we set the parameter $k_{\text{max}}$ to be 500, which is the maximum number of $k$.

Our methods perform better than the baselines in most cases while Libra is slightly worse than Hybrid_ginger in some cases. For PageRank, the ratio of computation to communication is lower than the other two applications. So, our method saves more execution time for PageRank. For Connected Component, the application itself is very simple and runs very fast. So, for such kind of applications, there is no need to use complex partitioning methods. We should use simple and fast methods, and hence our methods may not be necessary in this case. For K-Core, the application can run for a relatively long time. In this case, compared with the execution time, the time spent on partitioning could be ignored. Hence, we should adopt complex partitioning methods like Zodiac and Constell to save more execution time for the cases like K-Core. Note that in our experiment we set the maximum value of $k$ to be 500, which is far smaller than the number of vertices. If we use a larger $k_{\text{max}}$ in experiments, the execution time will be even larger. The point is, although the complex partitioning methods like Zodiac and Constell can spend longer time for partitioning, they are necessary to be used for complex and time-consuming applications.

6. Conclusion

In this paper, we have studied vertex-cut graph partitioning in distributed environments. In particular, we have proposed a new graph partitioning framework called PowerLore by effectively exploiting the power-law degree distribution in natural graphs. Powerlore includes a degree-base hashing algorithm (Libra) and two degree-based greedy algorithms (Constell and Zodiac). To the best of our knowledge, our work is the first to systematically investigate the degree-based approach for power-law graph partitioning by vertex-cut. Theoretical analysis shows that Libra can achieve lower communication cost than existing hashing-based methods and can simultaneously guarantee good workload balance. Empirical results on several large power-law graphs show that PowerLore can outperform existing state-of-the-art GP frameworks. In the future work, we will apply our framework to more large-scale machine learning tasks.
Figure 9: Experiments on different applications. The number of machines is 24.
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Appendix A. The Proof of Lemma 1

Proof Given a sequence of \( n \) vertices \( \{v_i\}_{i=1}^n \), \( m \) edges \( \{e_j\}_{j=1}^m \), and the corresponding degree sequence \( D = \{d_i\}_{i=1}^n \), we have:

\[
E \left[ \frac{1}{n} \sum_{i=1}^n |A(v_i)| \bigg| E, D \right] \\
= \frac{1}{n} \sum_{i=1}^n E \left[ |A(v_i)| \bigg| d_i \right] \quad (|A(v_i)| \text{ is independent to } E) \\
= \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^p \Pr(\text{at least one of the adjacent edges of } v_i \text{ is on } P_j) \\
= \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^p \left(1 - \Pr(\text{none of the adjacent edges of } v_i \text{ is on } P_j)\right) \\
= \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^p \left[1 - \left(1 - \Pr(\text{one specific adjacent edge of } v_i \text{ is on } P_j)\right)^{d_i}\right] \\
= \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^p \left[1 - \left(1 - \frac{1}{p}\right)^{d_i}\right] \\
= \frac{p}{n} \sum_{i=1}^n \left[1 - \left(1 - \frac{1}{p}\right)^{d_i}\right].
\]

Appendix B. The Proof of Corollary 2

Proof We briefly describe the Grid (Jain et al., 2013) algorithm here to help prove this corollary. Note that we let \((p_1, p_2) = \arg\min_{p_1, p_2} |p_1 - p_2|\), where \(p_1, p_2 \in \mathbb{N}\) and \(p_1 \times p_2 = p\). So, for \(\sqrt{p} \in \mathbb{N}\), \(p_1 = p_2 = \sqrt{p}\).

The Grid algorithm first constructs a grid with \(p_1 \times p_2\) blocks. Each block represents a unique partition. Each vertex is randomly mapped to a certain block via a hash function \(grid\_hash(v)\). For a certain adjacent edge \(e = (v, u)\) of \(v\), the candidate partitions are constrained to the set of blocks which are in the same column or row of the corresponding block \(grid\_hash(v)\). Note that the edge \((v, u)\) is also an adjacent edge of \(u\), which produces another set of candidate partitions. Then, the edge \((v, u)\) will be randomly assigned to one of the partitions in the intersection of the two sets of candidate partitions.

We use an example in Figure 10 to illustrate how Grid works. In this example, \(p = 16\) and we have a grid with \(4 \times 4\) blocks (i.e., \(p_1 = p_2 = 4\)). For some vertex \(v\), assume \(grid\_hash(v) = 6\). So the candidate partitions are the blocks of the column and row in which the 6th block locates, namely, the red shaded blocks \{2, 5, 6, 7, 8, 10, 14\} in Figure 10(a). There are 3 different cases for the location of \(u\):
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• \textit{grid\_hash}(u) \in [16] \setminus \{2, 5, 6, 7, 8, 10, 14\}. It means that \(u\) is hashed to a block which is not in \{2, 5, 6, 7, 8, 10, 14\}. For example, in Figure 10(b), \textit{grid\_hash}(u) = 11. So the corresponding candidates produced by \(u\) are \{3, 7, 9, 10, 11, 12, 15\}. Then the intersection of these two candidate sets will be \{7, 10\} = \{2, 5, 6, 7, 8, 10, 14\} \cap \{3, 7, 9, 10, 11, 12, 15\}. Hence, the edge \((v, u)\) will be randomly assigned to \(P_7\) or \(P_{10}\).

• \textit{grid\_hash}(u) \in \{2, 5, 6, 7, 8, 10, 14\}\setminus\{6\}. For example, in Figure 10(c), \textit{grid\_hash}(u) = 7. So the corresponding candidates produced by \(u\) are \{3, 5, 6, 7, 8, 11, 15\}. Then the intersection of these two candidate sets will be \{5, 6, 7, 8\} = \{2, 5, 6, 7, 8, 10, 14\} \cap \{3, 5, 6, 7, 8, 11, 15\}.

• \textit{grid\_hash}(u) = 6. For example, in Figure 10(d), \textit{grid\_hash}(u) = 6. So the corresponding candidates produced by \(u\) are \{2, 5, 6, 7, 8, 10, 14\}. Then the intersection of these two candidate sets will be \{2, 5, 6, 7, 8, 10, 14\}.

![Fig 10: An example for Grid partitioning](image)

For a certain vertex \(v\), there are \(2\sqrt{\frac{p}{2}} - 1\) candidate partitions. These candidates can be separated into 3 parts: \(p_1 - 1\) candidates in the same column except \textit{grid\_hash}(v), \(p_2 - 1\) candidates in the same row except \textit{grid\_hash}(v), and the last one \textit{grid\_hash}(v). For the \(p_1 - 1\) candidates in the same column, the probability of an adjacent edge located on one of them is \(a_1 = \frac{p_2 - 1}{p} \times \frac{1}{2} + \frac{p_1 - 1}{p} \times \frac{1}{2} + \frac{1}{2} \times \frac{1}{p_1 + p_2 - 1}\) (check all the 3 cases in Figure 10(b), Figure 10(c), and Figure 10(d)). For the \(p_2 - 1\) candidates in the same row, the probability of an adjacent edge located on one of them is \(a_2 = \frac{p_2 - 1}{p} \times \frac{1}{2} + \frac{p_1 - 1}{p} \times \frac{1}{2} + \frac{1}{p} \times \frac{1}{p_1 + p_2 - 1}\). The probability of an adjacent edge located on partition \textit{grid\_hash}(v) is \(a_3 = \frac{p_2 - 1}{p} \times \frac{1}{p_1} + \frac{p_2 - 1}{p} \times \frac{1}{p_2} + \frac{1}{p} \times \frac{1}{p_1 + p_2 - 1}\) (check the cases in Figure 10(c) and Figure 10(d)). Similar to the proof of Lemma 1, we can get:

\[
E \left[ \frac{1}{n} \sum_{i=1}^{n} |A(v_i)| \right] = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{p} \left( 1 - \Pr(\text{none of the adjacent edges of } v_i \text{ is on } P_j) \right) \\
= \frac{1}{n} \sum_{i=1}^{n} \left\{ (p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^{d_1} \right] + (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^{d_1} \right] + \left[ 1 - \left( 1 - a_3 \right)^{d_1} \right] \right\}. 
\]

\[ \blacksquare \]
Appendix C. The Proof of Theorem 3

Proof The probability that vertex $v_i$ has at least one of $h_i$ edges on the $j$th machine is

$$1 - \Pr(\text{none of the } h_i \text{ edges is on the machine } j) = 1 - \left(1 - \frac{1}{p}\right)^{h_i}.$$ 

For some vertex $v_i$, $h_i$ adjacent edges are decentrally hashed and $(d_i - h_i)$ adjacent edges are centrally hashed. We define a new sequence of variable $\{g_i\}^n_{i=1}$ such that

$$g_i = \begin{cases} 1 & \text{if } h_i < d_i, \\ 0 & \text{if } h_i = d_i. \end{cases}$$

Then, the number of replicas of $v_i$ can be separated into two parts:

- For the $(d_i - h_i)$ edges which are centrally hashed, they can be treated as one edge to be assigned. The probability that none of these edges is on a specific machine is $\left(1 - \frac{1}{p}\right)^{h_i}$. 

- For the rest $h_i$ adjacent edges which are decentrally hashed, the probability that none of these edges is on a specific machine is $\left(1 - \frac{1}{p}\right)^{h_i}$. 

Putting the two parts together, we have

$$\mathbb{E}[|A(v_i)|] = p \left[1 - \left(1 - \frac{1}{p}\right)^{h_i + g_i}\right].$$

Thus, the expected replication factor is:

$$\mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} |A(v)| \big| E, D \right] = \frac{1}{n} \sum_{i=1}^{n} \left[p \left(1 - \left(1 - \frac{1}{p}\right)^{h_i + g_i}\right)\right] = \frac{P}{n} \sum_{i=1}^{n} \left[1 - \left(1 - \frac{1}{p}\right)^{h_i + g_i}\right].$$

Note that $h_i \leq d_i$ and $h_i \in \mathbb{N}$, so it is easy to check that $h_i + g_i \leq d_i$ because

$$h_i + g_i = \begin{cases} h_i + 1 \leq d_i & \text{if } h_i < d_i \text{ (or } h_i \leq d_i - 1), \\ h_i + 0 \leq d_i & \text{if } h_i = d_i. \end{cases}$$

By Lemma 1, we obtain

$$\frac{P}{n} \sum_{i=1}^{n} \left[1 - \left(1 - \frac{1}{p}\right)^{h_i + g_i}\right] \leq \frac{P}{n} \sum_{i=1}^{n} \left[1 - \left(1 - \frac{1}{p}\right)^{d_i}\right],$$

which implies that Libra is at least as good as the Random of PowerGraph in terms of the replication factor. ■
Appendix D. The Proof of Theorem 4

Proof Since we assume that the vertices are evenly hashed to all the machines, the $h_i$ adjacent edges of $v_i$ are also evenly assigned to all the machines. Subsequently, each machine has $\frac{h_i}{p}$ edges. Thus, we sum up all the vertices, obtaining $\sum_{i=1}^{n} \frac{h_i}{p}$.

For the rest $d_i - h_i$ adjacent edges of $v_i$, they are assigned to the same machine. So this part of edges incurs imbalance.

In the above procedure each edge is actually assigned twice. Thus, the final result is

$$\max_{m} \left\{ \left| \{ e \in E \mid M(e) = m \} \right| \right\} \approx \frac{\sum_{i=1}^{n} \frac{h_i}{p} + \max_{j \in [p]} \sum_{v_i \in P_j} (d_i - h_i)}{2 |E|/p}.$$ 

Appendix E. The Proof of Theorem 5

Proof Note that although the degree distribution of a random graph should take integers, it is common to approximate the power-law degree distribution by continuous real numbers, which is suggested by Clauset et al. (2009).

The discrete power-law distribution is defined as:

$$\Pr(d = x) = \frac{x^{-\alpha}}{B(\alpha, d_{\text{min}}, d_{\text{max}})}, \quad \text{for } x \geq x_{\text{min}}. \quad (3)$$

$B(\alpha, d_{\text{min}}, d_{\text{max}})$ is the normalization factor, which is defined as $B(\alpha, d_{\text{min}}, d_{\text{max}}) = \sum_{x=d_{\text{min}}}^{d_{\text{max}}} x^{-\alpha}$.

For $\alpha > 0$, $d_{\text{max}} > d_{\text{min}}$, and $d_{\text{min}}, d_{\text{max}} \in \mathbb{N}$, we have

$$\int_{x=d_{\text{min}}}^{d_{\text{max}}+1} x^{-\alpha} \, dx < B(\alpha, d_{\text{min}}, d_{\text{max}}) < \int_{x=d_{\text{min}}}^{d_{\text{max}}+1} (x - 1)^{-\alpha} \, dx.$$ 

If $\alpha \in (0, 1) \cup (1, +\infty)$, then

$$\frac{d_{\text{min}}^{1-\alpha} - (d_{\text{max}} + 1)^{1-\alpha}}{\alpha - 1} < B(\alpha, d_{\text{min}}, d_{\text{max}}) < \frac{d_{\text{min}}^{1-\alpha} - d_{\text{max}}^{1-\alpha}}{\alpha - 1} + d_{\text{min}}^{-\alpha}.$$ 

If $\alpha = 1$, then

$$\ln(d_{\text{max}} + 1) - \ln(d_{\text{min}}) < B(1, d_{\text{min}}, d_{\text{max}}) < \ln(d_{\text{max}}) - \ln(d_{\text{min}}) + d_{\text{min}}^{-1}.$$ 

If $\alpha = 0$, then

$$B(1, d_{\text{min}}, d_{\text{max}}) = d_{\text{max}} - d_{\text{min}} + 1.$$
Note that \( f(x) = 1 - (1 - \frac{1}{p})^x \) is concave and monotonically increasing w.r.t. \( x \). Taking expectation on the degree sequence \( D = \{d_i\} \), we can get

\[
\mathbb{E} \left[ \frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right) \right] = \frac{p}{n} \sum_{i=1}^{n} \mathbb{E} \left[ 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right] = \frac{p}{n} \sum_{i=1}^{n} \left[ 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right] \leq \frac{p}{n} \sum_{i=1}^{n} \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\mathbb{E}[d_i]} \right]
\]

by Jensen’s inequality.

We simply take \( d_{\text{max}} = n - 1 \). Then, when \( \alpha \neq 1 \) and \( \alpha \neq 2 \), the expectation is

\[
\mathbb{E}[d_i] = \sum_{x=d_{\text{min}}}^{n-1} x^{1-\alpha} \sum_{x=d_{\text{min}}}^{n-1} x^{-\alpha} = \frac{B(\alpha - 1, d_{\text{min}}, n - 1)}{B(\alpha, d_{\text{min}}, n - 1)} < \frac{\alpha - 1}{\alpha - 2} \times \frac{d_{\text{min}}^{2-\alpha} - (n-1)^{2-\alpha} + (\alpha - 2)d_{\text{min}}^{1-\alpha}}{d_{\text{min}}^{1-\alpha} - n^{1-\alpha}}
\]

For \( \alpha = 1 \), it is

\[
\mathbb{E}[d_i] = \sum_{x=d_{\text{min}}}^{n-1} x^0 \sum_{x=d_{\text{min}}}^{n-1} x^{-1} = \frac{B(0, d_{\text{min}}, n - 1)}{B(1, d_{\text{min}}, n - 1)} < \frac{n - d_{\text{min}}}{\ln(n) - \ln(d_{\text{min}})}.
\]

For \( \alpha = 2 \), it is

\[
\mathbb{E}[d_i] = \sum_{x=d_{\text{min}}}^{n-1} x^{-1} \sum_{x=d_{\text{min}}}^{n-1} x^{-2} = \frac{B(1, d_{\text{min}}, n - 1)}{B(2, d_{\text{min}}, n - 1)} < \frac{\ln(n - 1) - \ln(d_{\text{min}}) + d_{\text{min}}^{-1}}{d_{\text{min}}^{-1} - n^{-1}}.
\]

When \( n \to +\infty \) and \( \alpha > 2 \), \( \lim_{n \to +\infty} \mathbb{E}[d_i] < \frac{\alpha - 1}{\alpha - 2} \times d_{\text{min}} + \alpha - 1 \).

Finally, we have:

\[
\mathbb{E} \left[ \frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{d_i} \right) \right] < p \left[ 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}} \right],
\]

where

\[
\hat{\Omega} = \begin{cases} 
\frac{\alpha - 1}{\alpha - 2} \times \frac{d_{\text{min}}^{2-\alpha} - (n-1)^{2-\alpha} + (\alpha - 2)d_{\text{min}}^{1-\alpha}}{d_{\text{min}}^{1-\alpha} - n^{1-\alpha}} & \text{if } \alpha \neq 1 \text{ and } \alpha \neq 2, \\
\frac{n - d_{\text{min}}}{\ln(n) - \ln(d_{\text{min}})} & \text{if } \alpha = 1, \\
\frac{\ln(n - 1) - \ln(d_{\text{min}}) + d_{\text{min}}^{-1}}{d_{\text{min}}^{-1} - n^{-1}} & \text{if } \alpha = 2.
\end{cases}
\]

**Appendix F. The Proof of Corollary 6**

**Proof** Note that \( a_1, a_2, a_3 \in (0, 1) \). So, the following three terms \((p_1 - 1) \left[ 1 - \left( 1 - a_1 \right)^x \right], (p_2 - 1) \left[ 1 - \left( 1 - a_2 \right)^x \right], \text{ and } \left[ 1 - \left( 1 - a_3 \right)^x \right] \) are also concave and monotonically increasing.
w.r.t. $x$. Similar to the proof of Theorem 5, by using Jensen’s inequality we have:

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( (p_1 - 1) \left( 1 - \left( 1 - a_1 \right)^{d_i} \right) + (p_2 - 1) \left( 1 - \left( 1 - a_2 \right)^{d_i} \right) + \left( 1 - \left( 1 - a_3 \right)^{d_i} \right) \right) \right] 
\leq \frac{1}{n} \sum_{i=1}^{n} \left( (p_1 - 1) \left( 1 - \left( 1 - a_1 \right)^{\mathbb{E}_D[d_i]} \right) + (p_2 - 1) \left( 1 - \left( 1 - a_2 \right)^{\mathbb{E}_D[d_i]} \right) + \left( 1 - \left( 1 - a_3 \right)^{\mathbb{E}_D[d_i]} \right) \right)
\leq (p_1 - 1) \left( 1 - \left( 1 - a_1 \right)^{\hat{\Omega}} \right) + (p_2 - 1) \left( 1 - \left( 1 - a_2 \right)^{\hat{\Omega}} \right) + \left( 1 - \left( 1 - a_3 \right)^{\hat{\Omega}} \right),
\]

where $\hat{\Omega}$ is the same as that in Theorem 5.

**Appendix G. The Proof of Theorem 7**

**Proof** We first fix $D = \{d_i\}$. By using Jensen’s inequality, we have

\[
\frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{h_i + g_i} \right) \leq \frac{p}{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{\frac{1}{n} \sum_{i=1}^{n} (h_i + g_i)} \right).
\]

Note that for any specific edge $e = (u, v)$, the edge must be centrally hashed by one of $\{u, v\}$, and be decentraally hased by the another, which implies that the total number of centrally hashed edges must equal the total number of decentrally hashed edges. Furthermore, when $D = \{d_i\}$ are fixed, we have $\sum_{i=1}^{n} h_i = \sum_{i=1}^{n} (d_i - h_i) = (\sum_{i=1}^{n} d_i) - (\sum_{i=1}^{n} h_i)$, which shows that

\[
\sum_{i=1}^{n} h_i = \frac{1}{2} \sum_{i=1}^{n} d_i.
\]

Because $g_i \leq 1$, we have

\[
\frac{1}{n} \sum_{i=1}^{n} (h_i + g_i) = \frac{1}{2n} \sum_{i=1}^{n} d_i + \frac{1}{n} \sum_{i=1}^{n} (g_i) \leq \frac{1}{2n} \sum_{i=1}^{n} d_i + 1.
\]

Then, by taking expectation w.r.t. $D = \{d_i\}$, we can obtain the following result:

\[
\mathbb{E} \left[ \frac{p}{n} \sum_{i=1}^{n} \left( 1 - \left( 1 - \frac{1}{p} \right)^{h_i + g_i} \right) \right] \leq p \left( 1 - \left( 1 - \frac{1}{p} \right)^{\mathbb{E}[\frac{1}{n} \sum_{i=1}^{n} d_i + 1]} \right) \leq p \left( 1 - \left( 1 - \frac{1}{p} \right)^{\hat{\Omega}/2 + 1} \right).
\]

**Appendix H. The Proof of Theorem 8**

**Proof** Define $x_i = (d_i - h_i)$. If $\{d_i\}_{i=1}^{n}$ are fixed, then $x_i \in [0, d_i]$. For a specific $j \in [p]$, by Hoeffding’s tail inequality, we have the following inequality conditional on the sequence
$D = \{d_i\}_{i=1}^n;$

$$\Pr\left\{ \sum_{v_i \in P_j} x_i \geq \mathbb{E}\left[ \sum_{v_i \in P_j} x_i \right] + t|D \right\} \leq \exp\left( \frac{-2t^2}{\sum_{v_i \in P_j} d_i^2} \right), \text{ for any } t > 0.$$  

Thus we obtain the inequality of the maximum value of the $p$ individual sums:

$$\Pr\left\{ \max_{j\in[p]} \sum_{v_i \in P_j} x_i \leq \frac{n}{p} \mathbb{E}[x_i] + t|D \right\} \geq \prod_{j\in[p]} \left[ 1 - \exp\left( \frac{-2t^2}{\sum_{v_i \in P_j} d_i^2} \right) \right].$$

Here we take $t = \epsilon \mathbb{E}\left[ \sum_{v_i \in P_j} d_i \right] = \epsilon \frac{n}{p} \mathbb{E}[d]$ where $\epsilon$ is a small constant value. Then we have

$$\sum_{v_i \in P_j} \frac{d_i^2}{t^2} = \sum_{v_i \in P_j} \frac{d_i^2}{\mathbb{E}^2[d] \epsilon^2 n^2 / p^2}.$$  

Note that for all $v_i \in P_j$, $\{d_i\}$ are also a sequence of values under power-law distribution when $p \ll n$. When $n \to \infty$, the number of any specific value of degree $\#d_i \leq n \Pr(d_i)$. Thus we have

$$\lim_{n \to \infty} \sum_{v_i \in P_j} \frac{d_i^2}{\mathbb{E}^2[d] \epsilon^2 n^2} = \lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{\mathbb{E}^2[d] \epsilon^2 n^2}.$$  

Under our assumption $\alpha > 0$, we have:

$$\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{\mathbb{E}^2[d] \epsilon^2 n^2} = 0.$$  

It is easy to check that

$$\sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{\mathbb{E}^2[d] \epsilon^2 n^2} = \epsilon^2 n \left( \frac{\sum_{x=d_{\min}}^{n-1} x^{2-\alpha}}{\sum_{x=d_{\min}}^{n-1} x^{-\alpha}} \right)^2 = \epsilon^2 n \left( \frac{\sum_{x=d_{\min}}^{n-1} x^{-\alpha}}{\sum_{x=d_{\min}}^{n-1} x^{1-\alpha}} \right)^2.$$  

For $\alpha > 1$ and $\alpha \neq 2$, we have that

$$\sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{\mathbb{E}^2[d] \epsilon^2 n^2} \leq \frac{(\alpha-2)^2}{(\alpha-3)(\alpha-1) \epsilon^2} \times \left[ d_{\min}^{3-\alpha} - (n-1)^{3-\alpha} + (\alpha - 3)d_{\min}^{2-\alpha} \right] \left[ d_{\min}^{1-\alpha} - (n-1)^{1-\alpha} + (\alpha - 1)d_{\min}^{\alpha} \right] n \left[ d_{\min}^{2-\alpha} - n^{2-\alpha} \right]^2.$$
To simplify the expression, we rewrite the above inequality as
\[
\sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \frac{c_0}{\epsilon^2} \times \frac{c_1 (n-1)^{3-\alpha} + c_2 (n-1)^{1-\alpha} + c_3 (n-1)^{4-2\alpha} + c_4 (n-1)^{0}}{c_5 n^1 + c_6 n^{3-\alpha} + c_7 n^{5-2\alpha}},
\]
where \(c_0, c_1, c_2, c_3, c_4, c_5, c_6,\) and \(c_7\) are some constants that do not depend on \(n\).

For \(\alpha > 3\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{c_0}{\epsilon^2} \times \frac{c_4 (n-1)^{0}}{c_5 n^1} = 0,
\]
where \(1/\epsilon^2 = o(n)\).

For \(2 < \alpha < 3\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{c_0}{\epsilon^2} \times \frac{c_1 (n-1)^{3-\alpha}}{c_5 n^1} = 0,
\]
where \(1/\epsilon^2 = o(n^{n-2})\).

For \(1 < \alpha < 2\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{c_0}{\epsilon^2} \times \frac{c_1 (n-1)^{3-\alpha}}{c_7 n^{5-2\alpha}} = 0,
\]
where \(1/\epsilon^2 = o(n^{2-\alpha})\).

For \(0 < \alpha < 1\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{c_0}{\epsilon^2} \times \frac{c_3 (n-1)^{4-2\alpha}}{c_7 n^{5-2\alpha}} = 0,
\]
where \(1/\epsilon^2 = o(n)\).

For \(\alpha = 2\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{(n-d_{\min}) (d_{\min}^{-1} - (n-1)^{-1} + d_{\min}^{-2})}{\epsilon^2 n (\ln(n) - \ln(d_{\min}))^2} = 0,
\]
where \(1/\epsilon^2 = o(\ln^2(n))\).

For \(\alpha = 1\), we have that
\[
\lim_{n \to \infty} \sum_{d=d_{\min}}^{n-1} \frac{d^2 n \Pr(d)}{E^2[d] \epsilon^2 n^2} \leq \lim_{n \to \infty} \frac{(\ln(n-1) - \ln(d_{\min}) + d_{\min}^{-1}) ((d_{\min}^{-1} - 1)^2 - (n-1)^{-2})}{-2\epsilon^2 n (n-d_{\min})^2} = 0,
\]
where \(1/\epsilon^2 = o(n/ \ln(n))\).
Thus if \( n \) is large enough, under our choice of \( t \), \( \left( 1 - \exp \left( -2t^2 / \sum_{v_i \in P_j} d_i^2 \right) \right) \) is nearly 1. That is, for \( \max_{j \in [p]} \sum_{v_i \in P_j} x_i \leq \frac{n}{p} E[x_i] + t \) w.h.p. (with high probability) when \( n \) is very large.

Namely, 
\[
\max_{j \in [p]} \sum_{v_i \in P_j} x_i \leq \frac{n}{p} E[x_i] + t = \frac{n}{p} E[x_i] + \epsilon \frac{n}{p} E[d].
\]

By using the result above, the following inequality is satisfied w.h.p:
\[
\sum_{i=1}^{n} \frac{h_i}{p} + \max_{j \in [p]} \sum_{v_i \in P_j} (d_i - h_i) \leq \sum_{i=1}^{n} \frac{h_i}{p} + \frac{n}{p} E[x_i] + \epsilon \frac{n}{p} E[d].
\]

Taking the expectation w.r.t. \( \{h_i\} \) and \( \{d_i\} \), we have:
\[
E \left[ \sum_{i=1}^{n} \frac{h_i}{p} + \max_{j \in [p]} \sum_{v_i \in P_j} (d_i - h_i) \right]
\leq E \left[ \sum_{i=1}^{n} \frac{h_i}{p} \right] + \frac{n}{p} E[d_i - h_i] + \epsilon \frac{n}{p} E[d]
\]
\[
= (1 + \epsilon) n E[d]/p
= (1 + \epsilon) n E[d]/p,
\]
which completes the proof.